
Digital Twin 
 

A digital twin is an avatar of a real physical system which exists in the computer. The difference 

between computer model of a physical system and the digital twin is that digital twin tracks the 

temporal evolution of the physical system, they both attempt to closely match the behaviour of a 

physical system. [1] 

Reifsnider and Mujumdar consider digital twin to be a high fidelity simulation integrated with an on-

board health management system, maintenance history and historical vehicle and aircraft fleet data. 

[1] 

Glaessgen and Stargel defined digital twin as an integrated multiscale, multiphysics probabilistic 

simulation of a complex product which uses the best available physical model, sensor updates etc. to 

mirror the life of the physical twin. [1] 

Bosch defines digital twins as “connected devicesd such as tools, cars, machines, sensors, and other 

web-enabled thingsdin the cloud in a reusable and abstracted way. [2] 

 

Examples – Simscape 
 

Digital twin model creation of a robotic arm [2] 

• Actuators to move different axis – specific x, y, z position 

• 3 DoF 

• Creation of model in Simcape using Multibody  - Revolute joints, Translations … 

• Sensing is very useful 

 
 

Digital twin model creation of ball on plate [2] 

• Two servo motors changing angle of the plate  

• Goal : Keep the ball in the center of the plate 

• Failure nodes: wiring issue, aging servo, mechanical failure in rotating mechanism, stuck ball 



 

• Creation of model using Simscape Multibody with two PID controllers 

 

Digital twin model creation of double mass spring damper system [2] 

• A spring, a damper and a mass

 
Physical asset – blue, Digital twin - yellow 

 



Digital twin model creation of solar panels [2] 

 

Digital twin development and cloud deployment for a Hybrid Electric Vehicle [2] 

• Matlab, Simulink, Simscape into Raspberry Pi hardware board in real time 

• Outputs – Actual Vehicle Speed, Motor Speed, Generator Speed, Engine Speed, Battery SoC 

 

• Using Amazon Web Servis + Python 

 



Machine Learning [3] 

Supervised learning   
- Algorithm that use previously-labeled data to learn its features. 

- Classification or regression 

- Classification: Email – SPAM or not SPAM (2 classes) – specific words (meeting, business, …) 

- Regression: Number years the person is expected to live  

Linear and logistic regression 

- Goal: Minimalize a cost function by finding parameters 

- Classification and Regression 

- MSE (Mean square error) – popular cost function – square of difference between expected 

and predicted result 

- Initialize the vector w – random values 

- Use gradient descent to update the weights until MSE falls below threshold 

1) We need to do an iteration between training data to calculate MSE (cost function) 

2) We use algorithm gradient descent to actualize weights, then we need to calculate derivatives 

of the cost function to each weight 

3) Cost function will increase or decrease, then we update weights 

Support vector machines 

- Mainly classification 

- Tries to find hyperplane (a plane in a high-dimensional space), which separates the samples 

in the dataset (maximizes the distance between itself and points) 

- For not lineary-separable data we can use soft margins or kernel trick (adding more 

dimensions) 

Decision Trees 

- Creates a classifier in the form of a tree (attributes) 

Naïve Bayes 

- Calculate the probability  

Unsupervised learning  
- We don’t use data beforehand, we let algorithm come to its conclusion 

- Algorithm classify our data into clusters, in advanced algorithm you don’t have to specify the 

number of clusters 

K-means 

- Clustering algorithm 

1) Choose k random points (centroids), which will represent the center of each of the k cluster 

2) Assign each point with the closest centroid 

3) For each cluster, we calculate new centroids by taking mean values of all points in the cluster 

4) With new centroids we repeat 2), 3) until the stopping criteria is met 

- Example: 4 franchises in the city (delivery locations) 

Reinforcement learning  
- Teaching machines how to play games 

- Agent (machine) interacts with the environment, agent takes actions that can change the 

environment´s state (reward signals to decide its next action) 



Q-learning 

- An episode starts with a random initial state and finishes when we reach the terminal state 

- Q-value in Q-table – higher, the more attractive the action is 

- Example: Chess, but we can´t fit the table in memory, so we use neural network  

Artificial neural networks 
Artificial neural networks are, as their name indicates, computational networks which attempt to 

simulate, in a gross manner, the networks of nerve cell (neurons) of the biological (human or animal) 

central nervous system. This simulation is a gross cell-by-cell (neuron-by-neuron, element-by-

element) simulation. It borrows from the neurophysiological knowledge of biological neurons and of 

networks of such biological neurons. It thus differs from conventional (digital or analog) computing 

machines that serve to replace, enhance or speed-up human brain computation without regard to 

organization of the computing elements and of their networking. [4] 

Biological neural network [4] 

 

 

Basic Principles of ANNs [4] 

• The activity of a neuron (ANN) is all-or-nothing. 

• A certain fixed number of synapses larger than 1 must be excited within a given interval of 

neural addition for a neuron to be excited. 

• The only significant delay within the neural system is the synaptic delay. 

• The activity of any inhibitory synapse absolutely prevents the excitation of the neuron at 

that time. 

• The structure of the interconnection network does not change over time 



The Perceptron [5] 

 

• Activation functions 

1. Unipolar - Logistic Function (Output 0 – 1) 

 

2. Unipolar - Hyperbolic Tangent (Output -1 – 1)  [4]

 



3. Binary activation function [4] 

 

• Single layer percepton – 2 inputs and its output [4] 

 

• Training  

, 

where 𝑥^(𝑛) is the estimate of 𝑥(𝑛). 

, 

where e(n) is an error. Then 

 
Cost function - Mean square error  

 



 

MSE vs. time 

 

The Adaline – adaptive linear unit [6] 

 

• Training - Gradient Descent 

 

, 

where 𝜇 is learning rate coefficient. 



• Training phase 

 

• Prediction phase 

 

 

The Madaline – a multilayer extension of the single-neuron bipolar Adaline 

• Madaline training differs from Adaline training in that no partial desired outputs of the inside 

layers are or can be available. 

• Inside layers are called hidden layers. 

• Training procedure is called Madaline Rule II. - Detailed in the publication [4] 

 



 

Back Propagation [7] 

 

1. Forward Propagation 

 

 

 

 

2. Backward Propagation 

 

 

Training (Updating weights) 
1. LMS 

2. NLMS 

3. NMLS 

4. GNGD 

Examples – Neural Networks 

A robot arm digital twin utilising reinforcement learning [8] 
- Virtual enviroment – Unity engine (Machine learning toolkit) 

- Q-learning with convolutional neural networks (CNNs) 



 

 

- Unity ml-agents – Agent (robot arm), Brain(makes the decisions), Academy(tracking and 

observing enviroment – send all data to TensorFlow) 

- Agent need to choose the right action that maximalises the sum of rewards in the minimum 

number of time steps 

- Proximal Policy Optimalization strategy to train policy 

- Learning rate 10-4, batch size of 128, maxSteps 108 

- Ten cirriculum levels, red new task, action and new reward, blue carries on with current 

experiences (requires more accuracy or speed to receive the same reward) 



-  30 hours to train  



An artificial neural network model for predicting the performance of thermoacoustic 

refrigerators [9] 
- ANN predicting the cooling temperature and performance  

- Feedforward, 2 hidden layers (each 5 or 10 neurons) , 4 inputs – length, normalised stack 

position, stack porosity, frequency 

- 280 experiments (randomly split into 70% for training sets, 15% for testing sets, 15% for 

validation sets) 

 



- The effect of the number of neurons on model accuracy – model with 10 neurons had 

the highest R squared  

- The effect of the number of hidden layers on model accuracy – could help to model 

complex non-linear relationships, but more layers lead to computational complexity 

Development of model predictive control system using an artificial neural network: A 

case study with destillation column [10] 
- ANN was adopted instead of using the existing linearized model in order to increase speed of 

optimization and accuracy of the model 

- NARX model (MLP) – input layer, output layer and one or more hidden layers 

- Levenberg-Marquardt, Bayesian Regularization – methods used to train NARX network 

(Backpropagation algorithm) 

- In this case 3-layer feed-forward neural network was used (14 inputs (7 present, 7 previous), 

15 hidden neurons, 2 outputs) 

- MSE (square error) – between 5 and 25 hidden neurons 

- 70% data to train, 15% to test, 15% for validation 

- NNMPC – Neural network model predictive control 

- 

 



-  

 

Digital Twin for 3D Printing on CNC Machines [11] 

 

A proper model to predict energy efficiency, exergy efficiency, and water productivity of a 

solar still via optimezed neural network [12] 
- MLP neural network 

 

- ICA approach 



 
- 80% training, 20% testing 

- R2 > 0.96 

- 6 hidden neurons 

Adaptive Neural Predictive Control for Permanent Magnet Synchronous Motor Systems With 

Long Delay Time [13] 
- Nonlinear multivariable time varying system and the existence of uncertainties and 

disturbances – difficult to control (PI control – loss of high performance) 

- MPC – control of system with complex constraints, large delay time, non-minimum phase, or 

nonlinearity 

- MPC – minimizing the designed cost function at each time step 

- Network – Adaptive neural predictive control 

- Most current predictive control methods are modified from generalized predictive control 

(GPC) 

- MPC is composed of an optimization procedure and a prediction model (predictor) 

- The future control sequence is achieved by minimizing a cost function 

- Cost function :  

 

- N1 minimum prediction horizon, N2 maximum prediction horizon, yr(k+j) reference 

input, y^(k+j) predicted output, (delta)u(k+j-1) = u(k+j-1) – u(k+j-2), u(k+j-1) control 

signal, lambda weights the difference of control signals to gain the smother control 

sequence 

- Single hidden layer 



 

- Nh number of hidden neurons, hj output from the jth hidden neuron, wj, aij, bij weights 

on links, sigma sigmoid activation function 

- Extended Kalman Filter (EKF) based learning algorithm approximately gives the minimum 

variance estimate of the weights in NN, fewer iterations than steepest descent based 

methods 

- EKF used for system identification of the plant and model adaption 

- The cost function:  

 

- The cost function for predictive speed controler based on ANPC: 

 

- The cost function for predictive position controller: 

- To gain higher resoluton of rotation angle 



 

 

- Fuzzy compensator 

• Problems in the practical system – backlash, friction, signal resolution, sampling 

period – possition cannot be well controlled 

- NN predictor 6 inputs, 4 hidden neurons 

Digital twin, physics-based model, and machine learning applied to damage detection in 

structures [14] 
Another examples to detect damage: 

M.K.D. Knezevic, K. Willcox, Toward predictive digital twins via component-based reduced-order 

models and interpretable machine learning, AIAA Scitech Forum 0418. 

C. Bigoni, J.S. Hesthaven, Simulation-based anomaly detection and damage localization: an 

application to structural health monitoring, Comput. Meth. Appl. Mech. Eng. 363 (2020) 112896. 

D. Alves, G. Daniel, H. de Castro, T. Machado, K. Cavalca, O. Gecgel, J. Dias, S. Ekwaro-Osire, 

Uncertainty quantification in deep convolutional neural network diagnostics of journal bearings with 

ovalization fault, Mech. Mach. Theory 149 (2020) 103835 

 

 

 

 

 

 

 

 

 

 

 

   



  

Asynchronous motors fault detection using ANN and fuzzy logic methods [15] 
 

- A feedforward multi-layer perceptron (MLP) Neural Network trained by back propagation 

(BP) algorithm is used in order to automatically detect and locate ITSC fault. 

 

 
 



 

Detection Of Induction Motor Bearing Damage With Starting Current Analysis Using Wavelet 

Discrete Transform And Artificial Neural Network [16] 
 

- 100% for inner-race damage, 98% for outter-race damage and 100% for ball bearing 

damage 

- artificial neural network used is backpropagation with one input layer, one hidden layer 

and one output layer 

- training data used are 80% of the total 350 data, and 20% as test data 

 

 
CE = Coefisien Energy, with normal data target is 1, inner race damage is worth 2, 

damage to outter race is 3 and defective bearing ball value is 4 



 

Identification of the Asynchronous Electric Motor Defects Based on Neural Networks [17] 
Three NN  - 4-10-1, 17-25-15-1, 185 hidden or two layers 7 + 4 (better) 

 

17-25-15-1 

The learning speed in all experiments is taken as 0.01 

To exclude overfitting of the neural network, the following recommendations are taken 
into consideration. 

1. The number of neurons in the input and output layers is rigidly determined by the 
number of input and output variables of the model accordingly. 

2. The number of neurons in the hidden layers and the number of hidden layers are 
chosen in such a way that the number of formed links is at least two to three times 
less than the number of training examples. 
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